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本日の内容

1. 弾力性の推定

2. OLS推定量の性質（単回帰の場合）
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弾力性の推定
説明変数と被説明変数の自然対数をとった単回帰モ
デル

ln yi = β0 + β1 ln xi + ui,

E(ui | ln xi) = 0,
E(uiu j | ln xi) = 0 (i ̸= j),

V(ui | ln xi) = σ2,

i = 1, 2, · · · , n

を推定することを考える．
▶ ln yi や ln xi はそれぞれ，lnまで含めて 1つの
変数と考えれば，線形回帰モデルと同様の手法
で推定できる．
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▶ 回帰係数 β1は，ln yi を ln xi で微分したものと
考えることもできる．つまり，

β1 =
d ln yi

d ln xi
.

▶ 「ln xi で微分」と書くと「関数で微分」という書
き方になり，数学的に良くないが，ここでは視覚
的に分かりやすくするため，ln xi を 1つの変数と
考えてこの表記をする．
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d ln yi

d ln xi
=

dyi
yi

dxi
xi

.

（証明）
d ln yi

d ln xi
=

d ln yi

dyi
· dyi

dxi
· dxi

d ln xi

=
d ln yi

dyi
· dyi

dxi
· 1

d ln xi
dxi

.

ここで，自然対数の微分の公式から，

d ln yi

dyi
=

1
yi
,

d ln xi

dxi
=

1
xi

なので，
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d ln yi

dyi
· dyi

dxi
· 1

d ln xi
dxi

=
1
yi

· dyi

dxi
· 1

1
xi

=
1
yi

· dyi
dxi
xi

=
dyi

yi
· 1

dxi
xi

=
dyi
yi

dxi
xi

.

したがって，
d ln yi

d ln xi
=

dyi
yi

dxi
xi

である．（証明終）
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以上より，β1 =
d ln yi

d ln xi
=

dyi
yi

dxi
xi

.

▶ dxi: xi が微小に増加したときの xi の増加量

▶ dyi: yi が微小に増加したときの yi の増加量

▶
dxi

xi
:（xiが微小に増加したときの）xiの増加率

▶
dyi

yi
:（yiが微小に増加したときの）yiの増加率
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⇒ β1 =
dyi
yi

dxi
xi

=
（yiの増加率）

（xiの増加率）
.

⇒ β1,つまり
dyi
yi

dxi
xi

は，xi が 1%増加したときに yi が

何%増加するかを表す．
▶ xiが 1%増加したときに yiが何%増加するかを
表すものを「yiの xiに対する弾力性
（elasticity）」または「yiの xi弾力性」という．

▶ e.g.,需要の価格に対する弾力性，需要の価格弾
力性

▶ 弾力性が β1であれば，xi が 1%増加すると yi は
β1%増加する．
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以上より，

ln yi = β0 + β1 ln xi + ui, i = 1, 2, . . . , n

における ln xi の回帰係数 β1は，「yi の xi に対する
弾力性」．
å β1を推定すれば yi の xi に対する弾力性を推定で
きる．
▶ e.g., β1の OLS推定値 β̂1が，yi の xi に対する
弾力性の推定値．
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回帰係数の解釈
説明変数や被説明変数がレベルなのか対数値なのか
によって，説明変数の回帰係数の解釈が異なる．
▶ レベル＝レベル・モデル

yi = β0 + β1xi + ui

▶ β1の解釈：
xi が 1単位増加すると yi は β1単位増加する．

▶ ログ＝ログ・モデル
ln yi = β0 + β1 ln xi + ui

▶ β1の解釈：
xi が 1%増加すると yi は β1%増加する．
（「100 × β1%」にしない！）
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▶ ログ＝レベル・モデル
ln yi = β0 + β1xi + ui

▶ β1の解釈：
xi が 1単位増加すると yi は 100 × β1%増加する．

▶ xi が 1単位増加したときに yi が 100 ×何%増加す
るかを表すものを「yi の xi に対する半弾力性
（semi-elasticity）」という．
å β1は yi の xi に対する半弾力性．

▶ レベル＝ログ・モデル
yi = β0 + β1 ln xi + ui

▶ β1の解釈：

xi が 1%増加すると yi は
1

100
× β1単位増加する．

▶ あまり使われない．
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対数変換したモデルを推定する目的

▶ 弾力性や半弾力性を推定するため

だけでなく，
▶ モデルの当てはまりを改善するため

に，ログ＝ログ・モデルやログ＝レベル・モデルを
推定する場合もある．

⇑

変数を対数変換して Log-Log Modelなどを推定した
ほうが，Level-Level Modelよりも R2が高くなる場
合がある．
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gretlでの変数の対数変換の方法

1. gretlの画面上で，自然対数をとりたい変数を選
択し，その上で右クリック→「対数を取る」と
操作．

▶ 対数変換された変数の名前の頭には l_が付けら
れる．

2. 「gretl」ウィンドウのメニューバーから「ファ
イル」→「データを保存」と操作し，必ずデー
タセットを上書き保存．

13 / 28



変数の観測値に 0が含まれている場合

▶ 0は対数変換できない．
å観測値に 0が含まれる変数を対数変換する
と，0の観測値が欠損になる．
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ミンサー方程式（ログ＝レベル・モデ
ル）の推定

年収のみ対数変換したミンサー方程式

ln incomei = β0 + β1yeduci + ui

▶ incomei :年収（万円）
▶ yeduci :修学年数（年）
▶ i :個人番号

を推定する．
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ログ＝レベル・モデル推定結果
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▶ 修学年数の係数
▶ 0.0651801（符号は正）

å半弾力性は 0.0651801.
å修学年数が 1年長くなると，年収は平均して
6.51801%高くなる傾向がある．

▶ 定数項
▶ 4.3852（符号は正）

▶ 誤差項の標準誤差
▶ 0.88683

▶ 決定係数
▶ R2 = 0.018731.

å「年収の対数値」の動きの約 1.9%を「修学年
数」の動きで説明できている．
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ミンサー方程式（レベル＝ログ・モデ
ル）の推定

修学年数のみ対数変換したミンサー方程式

incomei = β0 + β1 ln yeduci + ui

▶ incomei :年収（万円）
▶ yeduci :修学年数（年）
▶ i :個人番号

を推定する．

18 / 28



レベル＝ログ・モデル推定結果
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▶ 修学年数の対数値の係数
▶ 297.534（符号は正）

å修学年数が 1%長くなると，年収は平均して
2.97534万円（29,753.4円）高くなる傾向がある．

▶ 定数項
▶ −515.48（符号は負）

▶ 誤差項の標準誤差
▶ 171.8089

▶ 決定係数
▶ R2 = 0.053262.

å「年収」の動きの約 5.3%を「修学年数の対数
値」の動きで説明できている．
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ミンサー方程式（ログ＝ログ・モデル）
の推定

年収と修学年数両方を対数変換したミンサー方程式

ln incomei = β0 + β1 ln yeduci + ui

▶ incomei :年収（万円）
▶ yeduci :修学年数（年）
▶ i :個人番号

を推定する．
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ログ＝ログ・モデル推定結果
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▶ 修学年数の対数値の係数
▶ 0.812731（符号は正）

å修学年数が 1%長くなると，年収は平均して
0.812731%高くなる傾向がある．

▶ 定数項
▶ 3.15946（符号は正）

▶ 誤差項の標準誤差
▶ 0.888307

▶ 決定係数
▶ R2 = 0.01546.

å「年収の対数値」の動きの約 1.5%を「修学年数
の対数値」の動きで説明できている．
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OLS推定量の性質
▶ 単回帰モデル yi = β0 + β1xi + ui において，説
明変数 xi と誤差項 ui が平均独立であり，誤差
項 ui の期待値が 0であること，つまり，

E(ui | xi) = E(ui) = 0,

が満たされていれば，単回帰モデルの回帰係数
の OLS推定量 β̂0, β̂1の期待値は，

E(β̂0) = β0,
E(β̂1) = β1.

å単回帰モデルの回帰係数の OLS推定量は不
偏性をもつ不偏推定量である．（証明は省略）
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因果関係のための条件

▶ 単回帰モデル yi = β0 + β1xi + ui において，

E(ui | xi) = E(ui) = 0.

⇓
これが満たされていなければ，単回帰モデルの回帰
係数 β1は「xi から yi への因果関係」を表さない．

25 / 28



▶ yi がテストの点数，xi が朝食摂取の有無（摂取
する＝ 1,摂取しない＝ 0）とすると，家庭環境
などの外的条件を含む，テストの点数に影響を
与えるさまざまな要因は誤差項 ui に入る．
⇒一般に，朝食を食べている小中学生
（xi = 1）は家庭環境が良いと考えられるので，

E(ui | xi = 1) > E(ui | xi = 0).

⇒説明変数と誤差項が相関し，平均独立にな
らない．つまり，

E(ui | xi) ̸= E(ui).

⇒この場合，β1を推定しても，それを「朝食
を食べるとテストの点数が良くなる（悪くな
る）」という因果関係として解釈できない．

26 / 28



今日のキーワード

弾力性，半弾力性
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次回までの準備

▶ 今回の講義スライドを読み直す．

▶ 「提出課題 3」に取り組む．

▶ 教科書第 6章第 1節～第 3節を読む．
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